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ÁAccording to all-knowing Wikipedia:

ÁȰ#ÌÏÕÄ ÃÏÍÐÕÔÉÎÇ ÉÓ ÔÈÅ delivery of computing as 
a servicerather than a product, whereby shared 
resources, software and information are provided 
to computers andother devices as autility and 
ÏÖÅÒ Á ÎÅÔ×ÏÒËȢȱ

ÁBut, what does this mean?  Specifically,

ÁȰȣÔÈÅ ÄÅÌÉÖÅÒÙ ÏÆ ÃÏÍÐÕÔÉÎÇ ÁÓ Á ÓÅÒÖÉÃÅȣȱ

ÁȰȣÐÒÏÖÉÄÅÄ ȣ ÁÓ Á ÕÔÉÌÉÔÙ ÁÎÄ ÏÖÅÒ Á ÎÅÔ×ÏÒË ȣȱ



ÁRather than having individual machines 
ÈÏÓÔÅÄ ÁÔ ÔÈÅ ÕÓÅÒȭÓ ÌÏÃÁÔÉÏÎȟ ÒÅÓÏÕÒÃÅÓ ÁÒÅ 
aggregated in fewer points with large 
resource pools.
ÁEach pool is accessed through the internet.

Example:

The NASA Nebula Cloud Computing 
Platform currently hosts large volumes of 
IT hardware in two locations:
ÅNASA Ames Research Center
ÅNASA Goddard Space Flight Center



ÁCloud computing focuses on three primary 
servicesprovided to the user community:

ÁSoftware as a Service (SaaS)

ǐDeliver software applications through cloud resources

ÁPlatform as a Service (PaaS)

ǐDeliver web applications through cloud resources

ÁInfrastructure as a Service (IaaS)

ǐDeliver computing infrastructure through virtual platforms 
comprising various configurations and operating systems.

ǐThe remainder of this talk will discuss IaaSapplications.



ÁThe definition of cloud computing included:

ÁȰÔÈÅ ÄÅÌÉÖÅÒÙ ÏÆ ÃÏÍÐÕÔÉÎÇ ÁÓ Á ÓÅÒÖÉÃÅȱ

ÁȰÁÓ Á ÕÔÉÌÉÔÙ ÁÎÄ ÏÖÅÒ Á ÎÅÔ×ÏÒËȱ

ÁWith these concepts in mind, IaaSprovides:

ÁService:

ǐConfiguration of cloud resources into individual machines 
driven by user requirements.

ǐRapid provisioning and decommissioning of virtual systems.

ÁUtility:

ǐAccess to virtual machines through any internet connection.
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User logs in to modify 
machine, install needed 

software, add storage, etc.

Nebula processes create 
the virtual machine with 

basic, selected OS.

+
(software)

Machine executes software 
to perform desired tasks.

Save the configuration for 
ÌÁÔÅÒ ÁÓ ÁÎ ȰÉÍÁÇÅȱȢ

Decommission machine and return 
hardware to the Nebula pool.



ÁVirtual machines are often preconfigured 
with XCPUs, YGB of RAM and Z of disk.
ÁOften, additional disk is needed.

ÁAnd, once terminated, content of the virtual 
machine is lost.

Á)ÎÓÔÅÁÄȟ ÕÓÅ ÁÄÄÉÔÉÏÎÁÌ ȰÅÌÁÓÔÉÃȱ ÓÔÏÒÁÇÅȢ
Á5ÓÅÒ ÃÁÎ ÒÅÑÕÅÓÔ ÌÁÒÇÅ ÖÏÌÕÍÅÓ ÔÏ ȰÍÏÕÎÔȱ ÔÏ 

virtual machines.

ÁContent on elastic storage is retained even after 
the virtual machine is terminated.
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User logs in to modify 
machine, install needed 

software, add storage, etc.

Nebula processes create 
the virtual machine with 

basic, selected OS.

+
(software)

Machine executes software to 
perform desired tasks.

Store output on elastic disk.

Save the configuration for 
ÌÁÔÅÒ ÁÓ ÁÎ ȰÉÍÁÇÅȱȢ

Decommission machine and return 
hardware to the Nebula pool.

Elastic storage remains.

+ Elastic 
Storage

Elastic 
Storage



Virtual Machine
4 CPUs, 8 GB RAM,  100 GB

+
(WRF)

Elastic 
Storage

500 GB

ÅSupports WRF code execution, 
downloading of input data sets, 
and processing.

ÅStores model output
ÅLarge static input data sets
ÅPostprocessedoutput files
ÅShort-term forecast archive
ÅConfiguration for run domains

(accessed via mount point)

After model execution:
ÅWhen the virtual machine is terminated, all contents are lost.
ÅThe user must create an imageto save the contents of a virtual machine.

Å4ÈÅÒÅÆÏÒÅȟ ÔÈÅ ÃÏÍÐÒÏÍÉÓÅ ÉÓȣ
ÅUse the resources of the virtual machine for as little time as possible.
ÅStore output on elastic storage.



ÁSummary of the concept:

Á4ÈÅ ȰÃÌÏÕÄȱ ÉÓ Á ÌÁÒÇÅ ÒÅÓÏÕÒÃÅ ÏÆ ÈÁÒÄ×ÁÒÅ ÔÈÁÔ 
can be configured into large numbers of individual 
machines.

ÁUsers can customize those machines for their 
purpose: operating system, software, etc.

ÁThe final machine(s) are used for the time period 
they are needed, then saved as an image for later 
use, or terminated.



ÁAvailability of a hardware pool means no 
procurement delays.
ÁUser-configurable machines with root access 

for software installation.
Á0ÒÏÖÉÄÅÓ ÁÎ ȰÉÎÓÔÁÎÔ ÏÎȱ ÓÁÎÄÂÏØ ÔÏ ÔÅÓÔ 

requirements.
ÁIdeal solution when additional compute 

capacity is needed for a short time.



ÁCare must be taken to retain your results.
ÁOnce terminated, all material on the virtual 

machine is lost, unless imaged.

Á3ÏÌÕÔÉÏÎȡ ÕÓÅ ÅØÔÅÒÎÁÌ ȰÅÌÁÓÔÉÃȱ ÏÒ ȰÏÂÊÅÃÔȱ ÓÔÏÒÁÇÅ

ÁHardware configuration for multi-processor 
applications is less ideal than a cluster.
ÁCommunication between multiple virtual 

machines may be complex.
Á60. ÉÓ ÁÎ ÅØÔÒÁ ÈÁÓÓÌÅ ÂÕÔ ÉÓ ÂÅÉÎÇ Ȱ×ÏÒËÅÄȱȢ



Á#ÏÍÐÕÔÉÎÇ ÈÁÒÄ×ÁÒÅ ÉÓ ÐÒÏÖÉÄÅÄ ȰÁÓ Á 
ÓÅÒÖÉÃÅȱ ÂÅÃÁÕÓÅ ÉÔ ÉÓ ÒÁÐÉÄÌÙ ÁÖÁÉÌÁÂÌÅ ×ÉÔÈ 
minimal programmatic overhead.

ÁNo procurement delay

ÁCreate and terminate instances as needed, when 
needed, as long as resources are available

Á.ÅØÔȡ  #ÏÓÔ ÁÎÄ ÔÈÅ ȰȣÁÓ Á ÕÔÉÌÉÔÙȱ ÃÏÎÃÅÐÔȢ



ÁOne might ask:

ÁȰ)Æ ) ÃÁÎ ÃÒÅÁÔÅ Á ÖÉÒÔÕÁÌ ÍÁÃÈÉÎÅ ÏÕÔ ÏÆ ÁÎÙ 
ÈÁÒÄ×ÁÒÅ ÁÖÁÉÌÁÂÌÅȟ ×ÈÙ ×ÏÕÌÄ ) ÅÖÅÒ ÄÅÓÔÒÏÙ ÉÔȩȱ

ÁMarket concepts enforce constraints on the 
user by assigning rates for the use of cloud 
resources.

ÁFor example, the Amazon cloud has a complex 
rate structure for different use scenarios.



Some examples for Linux use cases, as of 8/23/11
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)Î ÔÈÅ ȰÃÌÏÕÄ ÃÏÍÐÕÔÉÎÇȱ ÆÒÁÍÅ×ÏÒËȟ 
users are encouraged to be efficient 
and avoid hoarding of resources 
through metered pricing rates.

Costs not shown: elastic storage, monitoring, web server load balancing, public IPs, and others.



ÁCosts on Nebula are also charged based upon 
usage but with less micromanagement than 
Amazon.
Á$0.12/CPU-hour
ÁMulti-CPUs cost per CPU, e.g. 4 CPU is $0.48/hr

Á$0.15/GB-month
ÁȰ/ÂÊÅÃÔ ÓÔÏÒÁÇÅȱ ÐÒÏÖÉÄÅÓ ÔÒÉÐÌÉÃÁÔÅ ÂÁÃËÕÐ ÁÔ Á 

rate of $0.45/GB-month
Á"ÉÌÌÉÎÇ ÉÓ ȰÔÁËÅÎ ÃÁÒÅ ÏÆ ÖÉÁ ÁÎ ÁÌÌÏÃÁÔÉÏÎȟ ÆÒÏÍ 
×ÈÉÃÈ ÕÓÁÇÅ ÃÏÓÔÓ ÁÒÅ ÄÅÃÒÅÍÅÎÔÅÄȢȱ



ÁGiven that use of cloud resources are 
metered, cost effectiveness is a primary 
concern.
ÁConsiderations:

ÁProcurement delays in obtaining resources

ÁLength of time the hardware is needed

ÁOverall cost of cloud computing versus 
permanent purchase and maintenance of a new IT 
resource.



Á An example of costs for an application such as running the WRF 
model on an instance.

Á Amazon:
ÁCPU:  $0.68/hr * 3 hr = $2.04 per forecast
Á I/O:  $0.12/GB * 10 = $1.20 per forecast
ÁMany additional charges are not reflected here.
ÁTotal per forecast is $3.24, probably closer to $4.

Á Nebula:
ÁCPU: $0.96/hr * 3 hr = $2.88
Á I/O: N/A
Á.ÅÂÕÌÁ ÄÏÅÓ ÎÏÔ ȰÎÉÃËÅÌ ÁÎÄ ÄÉÍÅȱ ÔÏ ÔÈÅ ÄÅÇÒÅÅ ÏÆ !ÍÁÚÏÎȢ

Á Average per run: $3.
Á $12 per day (four cycles) 
Á $360 per month
Á $4320 per year 

Caveat:  It is extremely difficult to estimate true 
costs without actually attempting the project on a 
small scale.



ÁNebula and corporate clouds (e.g. Amazon) 
provide services with a charge structure 
similar to utilities.

ÁThe meter runs and you pay for what you use.

ÁIncreased efficiency reduces cost.

ÁNebula provides a far simpler charge 
structure than Amazon.

ÁDifferences in cost are difficult to ascertain 
without executing a small project.



ÁAfter a lengthy introduction, on to the fun 
ÐÁÒÔȣ ÁÐÐÌÉÃÁÔÉÏÎÓȢ
ÁSeveral concepts are being developed within 

SPoRT/ SERVIR along with an SBIR proposal.

ÁEstablishing WRF forecast domains to support 
SPoRTprojects and real-time SERVIR work

ÁHydrologic modeling in E. Africa for SERVIR

ÁSATCAST algorithm for convective initiation

ÁFuture data dissemination for NPP



Á Goals:
ÁMimic operational 

configurations at WFOs to 
support local case study 
applications (SPoRT)

ÁDevelop a Mesoamerica 
forecast domain to support 
local weather predictions 
(SERVIR)

Á Why Nebula?
ÁAvoids maintenance 

requirements and cost for 
geographically distant 
infrastructure (SERVIR)

ÁAdd real-time modeling 
capabilities without disrupting 
other activities (SPoRT)

27 km

9 km

Examples of WRF Mesoamerica Domains



ÁSERVIR has 
established a domain 
of the CREST 
hydrologic model for 
Kenya.

ÁWhy Nebula?
ÁSimilar reason ɀ

alleviates maintenance 
of distant hardware.
ÁAllows rapid 

development without 
delay in procurement.

Evapotranspiration Soil Moisture

An example of outputs from the CREST model 
running over eastern Africa.  



Á SERVIR is applying the 
5!( Ȱ3!4#!34ȱ 
algorithm over Central 
America.
ÁImprove lead time on 

convective storms and 
heavy precipitation.

ÁNebula benefits:
ÁFlexibility in virtual machine 

hardware availability.
ÁAvoids maintenance of 

infrastructure in distant 
locations.

An example of convective initiation detections in Texas 
(red) based upon the UAH-SATCAST algorithm.


